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Blind Adaptive Mask to Improve Intelligibility
of Non-Stationary Noisy Speech

F. Farias , Student Member, IEEE, and R. Coelho , Senior Member, IEEE

Abstract—This letter proposes a novel blind acoustic mask
(BAM) designed to adaptively detect noise components and pre-
serve target speech segments in time domain. A robust standard
deviation estimator is applied to the non-stationary noisy speech
to identify noise masking elements. The main contribution of the
proposed solution is the use of this noise statistics to derive an
adaptive information to define and select samples with lower noise
proportion. Thus, preserving speech intelligibility. Additionally,
no information of the target speech and noise signals statistics is
previously required to this non-ideal mask. The BAM and three
competitive methods, Ideal Binary Mask (IBM), Target Binary
Mask (TBM), and Non-stationary Noise Estimation for Speech
Enhancement (NNESE), are evaluated considering speech signals
corrupted by three non-stationary acoustic noises and six values
of signal-to-noise ratio (SNR). Results demonstrate that the BAM
technique achieves intelligibility gains comparable to ideal masks
while maintaining good speech quality.

Index Terms—Acoustic mask, adaptive methods, speech
intelligibility, nonstationarity.

I. INTRODUCTION

MOST everyday listening experiences are in the presence
of acoustic noise such as car noise, people talking in

the background, construction noise, rain and other natural phe-
nomenons. These effects may add unwanted content to a target
speech signal while diminish its intelligibility [1] and its qual-
ity [2]. Applications such as speaker recognition, speech to text
and source localization exhibit lower accuracy when the signal is
corrupted by additive noise. Thus, the mitigation of this acoustic
interference in noisy speech is an important research topic. The
solutions proposed in the literature are mainly twofold: speech
enhancement methods to increase quality, and binary acoustic
masks to improve intelligibility.

Speech enhancement schemes mitigate the masking interfer-
ence to improve the noisy signal quality, usually estimating the
noise statistics. These noise estimation approaches generally
consider the frequency or the time domain. Methods such as
the Spectral Subtraction (SS) [3] and the Optimally Modified
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Log-Spectral Amplitude (OMLSA) [4] use some transform to
represent signals in the frequency domain and then estimate
the noise components. Methods in the time domain usually
estimate noise statistics with statistical estimators as the present
in Non-stationary Noise Estimation for Speech Enhancement
(NNESE) [5] or time-frequency decomposition, e.g., in the
Empirical Mode Decomposition (EMD)-Based filtering with
Hurst exponent (EMDH) [6], [7]. Although speech enhance-
ment algorithms successfully improve speech quality, they are
not designed to achieve intelligibility gain. This is particularly
challenging in non-stationary environments. In some cases, the
suppression of noisy components causes a distortion that hinders
intelligibility [8].

Acoustic masks [9]–[11] are defined to emulate the capacity
of the human auditory system to segregate a specific sound
of interest even in the presence of many others. This is also
known as cocktail party effect [12]. Consequently, improving
the intelligibility of the target speech signal present in a variety
of applications. Acoustic binary masks can be classified as ideal
or blind. Ideal masks are constructed using information of the
clean speech, as well as the noisy speech. The Ideal Binary
Mask (IBM) [13] is built comparing the energy of the signal and
of the noise in each Time-Frequency (T-F) region. The Target
Binary Mask (TBM) [14] builds its mask comparing the energy
of the clean signal with the Speech Shaped Noise (SSN). Blind
masks are made based on an estimation of clean speech charac-
teristics from the noisy signal [15], [16]. However, the accuracy
of this estimation usually depends on extensive training using
neural networks and large databases. Binary masked speech may
present high objective quality scores, but the abrupt difference
between the retained and discarded regions of a binary masked
signal often cause musical noise, which can lead to quality
loss [17].

This letter proposes a blind acoustic mask in the time domain
to improve speech intelligibility. The main idea of this strategy
is to estimate noise components and the proportion of the speech
signal in each short-time frame. This information is used to
delimit a set of samples proportional to the presence of the
target signal in each frame, so if the frame is mostly comprised
by the target signal, these samples take most of the frame.
While the frame is processed to mitigate the effects of noise,
the samples in the delimited set are preserved, thus maintaining
speech intelligibility. Additionally, as a blind mask it avoids the
usage of prior information from the clean speech and noise.

Several experiments are conducted to evaluate the proposed
mask in terms of speech intelligibility and quality. The noisy
scenario is composed by three background acoustic noises
with six different SNR values. Three objective measures are
adopted for intelligibility evaluation. The Short Time Objective
Intelligibility (STOI) [18] is the state-of-the-art in intelligibility
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Fig. 1. Schematic of the proposed Blind Acoustic Mask.

prediction. The Approximated Short-Time Speech Intelligibility
Index (ASII) [19] and Extended Speech Intelligibility Index
(ESII) [20] are designed to deal with non-stationary distortions.
Objective quality evaluation is performed using the Perceptual
Evaluation of Speech Quality (PESQ) [21] and the overall
quality composite measure (OQCM) [22]. The Index of Non-
Stationarity (INS) [23] is also selected to analyse the effect of
the proposed and baseline methods.

II. BAM: BLIND ACOUSTIC MASK

The schematic of the proposed blind acoustic mask is depicted
in Fig. 1. It consists of three main steps: First, the signal is sep-
arated into non-overlapping short-time frames with T samples
each. In each frame, the noise standard deviation is detected
using a robust estimator. In the second step, this information is
used to derive the parameter dq that refers to the proportion of
speech that is present in the q-th frame. Then the adaptive mask
is applied in each frame, according to the parameter dq , and the
processed frames are concatenated to reconstruct the processed
signal. This mask employs the noise statistics estimation used
in [5]. The aim is to improve intelligibility of speech corrupted
by additive noise, while maintaining the quality gain obtained
using a speech enhancement technique.

A. Step 1: Noise Components Estimation

This step begins with the segmentation of the signal in
non-overlapping short-time frames. In each frame, the d-
Dimensional Trimmed Estimator (DATE) [24] is used to detect
the noise standard deviation. This estimator was first defined
to work on signals mixed with Gaussian noise over the entire
signal. However, as shown in [5] it also works with different
noise distributions.

First, the samples xq(t) from the q-th frame are sorted from
lower to higher absolute values ‖Y1‖ ≤ ‖Y2‖ ≤ · · · ≤ ‖YT ‖,
where ‖Yt‖ ∈ [0, 1], t = 1, . . . , T . Then a value tmin is com-
puted according to [24], such that samples whose norms are
lower than ‖Ytmin

‖ are considered as only noise. Let bq be
the lowest value of t that is higher than tmin and obeys the

relation ‖Yt−1‖ ≤ c
∑T

i=1 ‖Yi‖
T ≤ ‖Yt+1‖. If such value of t does

not exist, than bq = tmin. The detection threshold c is defined
in [24], and it is here computed as c = 4.3542 following the
procedure in [5]. Then, the noise components standard deviation
for that frame is estimated as

σ̂q =
c
∑bq

i=1 ‖Yi‖
bq

. (1)

Fig. 2. Clean speech signal |s(t)|, corresponding speech signal corrupted with
Babble noise at SNR =−5 dB |x(t)|, lower threshold ybq , and upper threshold
ξq .

In this step it is also defined the value ybq , amplitude from the
vector Yi associated to the value bq . Any sample with amplitude
lower than ybq is considered as noise.

B. Step 2: Estimation of Target Proportion dq

The removal of samples with amplitude values below ybq may
yield an improvement in quality. However, some of those frames
are mainly composed by the target signal. The modification of
samples from those frames usually compromises intelligibility.
Thus, a parameter dq is defined to identify frames where the
target signal is prevalent:

dq =
|σqny

− σ̂q|
|σqny

+ σ̂q| (2)

where σ̂q is the estimated noise standard deviation of the frame
q and σqny

is the noisy signal standard deviation.

C. Step 3: Mask Application

The proposed mask defines which samples are left unaltered
in each frame. These samples correspond to a region where dq
is greater than the lower amplitude ybq . The lower bound of this
region is defined by ybq and the upper bound is defined through
an adaptive threshold ξq .

ξq = max(ybq , dq). (3)

Each sample of the q-th frame of the processed signal is then
given by

|yq(t)| =
⎧⎨
⎩
|xq(t)|, if ybq < |xq(t)| < ξq;

|xq(t)| − α σ̂q, if |xq(t)| ≥ ξq;

β |xq(t)|, otherwise.
(4)

where α is the over-subtraction factor for the speech signal
reconstruction and β is the flooring factor to avoid negative
amplitude values. The sign information of the original sample
xq(t) is applied to obtain the final sample yq(t). Finally, all
frames are concatenated to form the processed signal y(t).

The region in each frame is illustrated in Fig. 2, which depicts
the clean signal s(t), the noisy signal x(t), the lower bound ybq
and upper threshold ξq of the masked region for each frame q.
Note that frames 18-21 are mainly composed by speech. Thus,
the mask preserves most of the signal in these frames.
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TABLE I
INTELLIGIBILITY MEASURES FOR UNP SPEECH SIGNALS

TABLE II
NORMALIZED MEAN PROCESSING TIME

III. EXPERIMENTS AND DISCUSSION

The proposed technique is evaluated in terms of intelligibility
and quality considering several noisy conditions. It is compared
to baseline speech enhancement NNESE [5], and acoustic masks
TBM [14] and IBM [12]. The speech enhancement is considered
the baseline for quality gain, as the IBM for intelligibility
improvement. For the objective evaluation, a subset of 20 ut-
terances from the TIMIT database [25] is randomly selected to
compose each scenario, leading to 120 tests per method. Each
segment is sampled at 16 kHz and has average time duration of
3 seconds. The Babble and Factory noises are selected from the
RSG-10 [26] database while the Cafeteria noise was collected
from DEMAND [27]. Speech signals are corrupted considering
six SNRs: −6 dB, −5 dB, −3 dB, 0 dB, 3 dB and 5 dB.1

NNESE and the proposed mask are applied on a 32 ms
frame-by-frame basis considering the parameters α and β set to
α = 0.35 andβ = 0.65. IBM and TBM separate signals in 20 ms
Time-Frequency regions, with 10 ms overlapping. Frequency
separation is performed through a 64-channel gammatone fil-
terbank with center frequencies ranging from 50 to 8000 Hz
according to the Equivalent Rectangular Bandwidth [28]. The
IBM Relative Criterion is set to -5 dB, as recommended in [29].
The TBM is set to detect 99% of the speech energy in each
frame.

The intelligibility scores of the unprocessed signals are pre-
sented in Table I. The SNR values were chosen such as the STOI
score of the UNP signals vary between 0.45 and 0.75, which
are considered the threshold of poor and good intelligibility,
respectively [30].

Table II indicates the computational complexity, here repre-
sented by the processing time required for each method evalu-
ated for 512 samples per frame. These values are obtained with
an Intel(R) Core(TM) i5-8400 CPU with six threads and 8 GB
RAM and are normalized by the execution time of the proposed
BAM. It can be noted that the proposed mask needs no prior

1Some example noisy and processed files are available at http://lasp.ime.eb.
br/index.php?vPage=downloads.

TABLE III
AVERAGE INSmax OF UNP AND MASKED SIGNALS

information of the corrupting noise and requires about only 10%
of the computational time of binary masks.

A. Index of Non-Stationarity

The Index of Non-Stationarity (INS) [23] is here adopted to
objectively evaluate the non-stationarity of noisy speech signals.
This measure is obtained comparing the target signal with a set
of stationary references called surrogates at different time scales
Th/T , where Th is a short-time analysis window and T is the
total duration of the signal. A threshold γ is defined for each
window length Th, considering a confidence degree of 95%.
Therefore, the signal is considered non-stationary whenever
INS > γ.

Fig. 3 depicts spectrograms and INS values for a speech
signal, the corresponding signal with Factory noise and SNR
of 3 dB, the noisy signal processed by the IBM, TBM, and
the proposed BAM. Note that the noise modifies the temporal
and spectral characteristics of the speech signal, reducing its
non-stationary behavior. In this example, the maximum INS
(INSmax) changes from 320 in speech signal to 55 in noisy
speech. The proposed BAM recovers some of the spectral and
temporal characteristics of the signal. This can be seen near 0.5 s,
where the separation between formants is lost due to noise and
retrieved by the BAM. Additionally, the proposed mask yields an
INSmax value of 0.95, which means that it restores some of the
non-stationary behavior of the clean signal. Unlike the proposed
BAM, the IBM and TBM masks lead to INSmax greater than
5000 and 1200, respectively.

Table III presents the average INSmax results computed from
the speech signals corrupted by the three acoustic noises. The
average INSmax obtained from the clean speech signals is 570.
Again, the overall INSmax obatined with BAM is closer to that
obtained by clean speech. This indicates that the proposed BAM
was able to restore some of the speech signal characteristics.
Similar conclusions cannot be drawn from the other masks, that
lead to INSmax values exceptionally different from the original
signal. These unusual values are explained by the binary effect
particularly for zeroing masking condition.

B. Objective Intelligibility Evaluation

Three objective measures are adopted to evaluate intelligi-
bility gain of the proposed and competing masks. STOI [18]
was developed to predict the intelligibility of noisy speech
processed by T-F weighting masks, such as speech enhancement
methods. ASIIST [19] and ESII [20] are based on the classic
Speech Intelligibility Index (SII) [31], designed to deal with the
non-stationarity of speech and its distortions. Both measures are
based on the weighted SNR of the signal. The three measures
vary between 0 and 1, in which 1 represents a fully intelligible
sentence. The STOI objective measure is normalized by the
intelligibility achieved for the target signal corrupted by SSN
noise at 10 dB, considered here as a good intelligibility reference.
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Fig. 3. Spectrograms and INS of (a) clean speech, (b) unprocessed speech corrupted with Factory noise at SNR = 3 dB, and noisy speech processed with (c)
IBM, (d) TBM, and (e) the proposed BAM.

Fig. 4. Average improvement in intelligibility for noisy speech with Babble,
Cafeteria and Factory.

The average improvement in terms of STOI is presented in
Fig. 4. It can be noted that the IBM presents the highest ΔSTOI
results: 0.25 for Babble noise, followed by 0.19 for the proposed
BAM and 0.17 for the proposed TBM. ΔSTOI results for the
Cafeteria noise are similar to those obtained for Babble. For
the Factory noise, however, the intelligibility improvement is
lower: 0.19 for IBM, 0.15 for BAM, and 0.14 for TBM. This
is due to the higher STOI scores of speech signals corrupted
by the Factory noise (refer to Table I), which makes the intel-
ligibility improvement to be more challenging for this specific
noise source. Additionally, the proposed BAM outperforms the
NNESE for most of the noise conditions.

The improvement obtained for the ASII ST measure is also
shown in Fig. 4. Note that the proposed mask improves in-
telligibility in almost every condition, but this effect is more
accentuated at low SNR values. The proposed BAM leads to
averageΔASIIST of 0.08 for SNR= -3 dB, and 0.02 for SNR=
3 dB. It can also be observed that the proposed mask outperforms
the TBM for SNR > 0 dB.

Similarly to ΔASII ST results, the proposed BAM shows in-
teresting ESII improvement for SNR values lower than 3 dB. The
maximum Δ ESII is 0.08 for the Babble noise at SNR = -6 dB,
0.10 for Cafeteria noise at SNR = -6 dB, and 0.09 in Factory
noise at the same SNR. Furthermore, the average improvement
is comparable to that achieved by the TBM.

Fig. 5. Box-plots of PESQ and OQCM scores for noisy speech with Babble,
Cafeteria and Factory.

C. Objective Quality Evaluation

Speech quality is evaluated using the objective PESQ [21]
and OQCM [22] measures. PESQ was developed to assess
quality of narrow-banded speech and handset telephony. A
signal is considered of fair quality when its PESQ score is
above 2, given this objective metric aims to predict Mean
Opinion Scores (MOS) [32]. The OQCM combines the PESQ,
the weighted spectral slope (WSS), and the log-likelihood
ratio (LLR): OQCM = 1.594 + 0.805PESQ − 0.512LLR −
0.007 WSS. The idea is to maximize the correlation with sub-
jective scores in terms of overall speech quality.

The PESQ and OQCM scores are presented in Fig. 5. The best
PESQ results are obtained using the IBM for all noise sources,
while the proposed BAM presents the highest scores among the
remaining techniques. In terms of OQCM, the BAM and NNESE
methods achieve quite similar values: 2.7 for Babble, 2.9 for
Cafeteria, and 3.0 for Factory. In average, these values are 0.5
greater than those achieved with the noisy signals. These results
reinforce that the proposed BAM substantially improves speech
intelligibility, while its quality gain is similar to the NNESE
speech enhancement solution.

IV. CONCLUSION

This letter introduced a time-domain blind acoustic mask
to improve intelligibility of speech signals corrupted by non-
stationary noises. The proposed BAM needs no prior informa-
tion of the corrupting noise and requires about only 10% of
the computational time of binary masks. The proposed mask
achieved an average gain of 0.17 in terms of the STOI measure.
Additionally, it outperformed the blind TBM mask, especially
for the highest SNR values. Finally, BAM obtained interesting
speech quality scores while achieved significant speech intelli-
gibility improvement when compared to the NNESE.

Authorized licensed use limited to: INSTITUTO MILITAR DE ENGENHARIA. Downloaded on June 22,2021 at 16:27:43 UTC from IEEE Xplore.  Restrictions apply. 



1174 IEEE SIGNAL PROCESSING LETTERS, VOL. 28, 2021

REFERENCES

[1] D. Wang, U. Kjems, M. S. Pedersen, J. B. Boldt, and T. Lunner, “Speech
intelligibility in background noise with ideal binary time-frequency mask-
ing,” J. Acoust. Soc. Amer., vol. 125, no. 4, pp. 2336–2347, 2009.

[2] Y. Hu and P. C. Loizou, “A comparative intelligibility study of single-
microphone noise reduction algorithms,” J. Acoust. Soc. Amer., vol. 122,
no. 3, pp. 1777–1786, 2007.

[3] S. Boll, “Suppression of acoustic noise in speech using spectral sub-
traction,” IEEE Trans. Acoust., Speech, Signal Process., vol. 27, no. 2,
pp. 113–120, Apr. 1979.

[4] I. Cohen, “Optimal speech enhancement under signal presence uncertainty
using log-spectral amplitude estimator,” IEEE Signal Process. Lett., vol. 9,
no. 4, pp. 113–116, Apr. 2002.

[5] R. Tavares and R. Coelho, “Speech enhancement with nonstationary
acoustic noise detection in time domain,” IEEE Signal Process. Lett.,
vol. 23, no. 1, pp. 6–10, Jan. 2016.

[6] L. Zão, R. Coelho, and P. Flandrin, “Speech enhancement with emd and
hurst-based mode selection,” in Proc. IEEE/ACM Trans. Audio, Speech,
Lang. Process., vol. 22, no. 5, pp. 899–911, May 2014.

[7] R. Coelho and L. Zão, “Empirical mode decomposition theory applied
to speech enhancement,” Proc. Signals Images: Adv. Results Speech,
Estimation, Compress., Recognit., Filter. Process., 2015.

[8] P. C. Loizou and G. Kim, “Reasons why current speech-enhancement
algorithms do not improve speech intelligibility and suggested solutions,”
IEEE Trans. Audio, Speech, Lang. Process., vol. 19, no. 1, pp. 47–56,
Jan. 2011.

[9] Y. Li and D. Wang, “On the optimality of ideal binary time-frequency
masks,” Speech Commun., vol. 51, no. 3, pp. 230–239, 2009.

[10] G. Kim and P. C. Loizou, “Improving speech intelligibility in noise
using a binary mask that is based on magnitude spectrum con-
straints,” IEEE Signal Process. Lett., vol. 17, no. 12, pp. 1010–1013,
Dec. 2010.

[11] L. Zão, D. Cavalcante, and R. Coelho, “Time-frequency feature and AMS-
GMM mask for acoustic emotion classification,” IEEE Signal Process.
Lett., vol. 21, no. 5, pp. 620–624, 2014.

[12] D. Wang, “On ideal binary mask as the computational goal of auditory
scene analysis,” in Speech Separation by Humans and Machines, Boston,
MA: Springer, 2005, pp. 181–197.

[13] G. J. Brown and M. Cooke, “Computational auditory scene analysis,”
Comput. Speech Lang., vol. 8, no. 4, pp. 297–336, 1994.

[14] M. C. Anzalone, L. Calandruccio, K. A. Doherty, and L. H. Carney, “De-
termination of the potential benefit of time-frequency gain manipulation,”
Ear Hear., vol. 27, no. 5, pp. 480–492, 2006.

[15] O. Yilmaz and S. Rickard, “Blind separation of speech mixtures via
time-frequency masking,” IEEE Trans. Signal Process., vol. 52, no. 7,
pp. 1830–1847, Jul. 2004.

[16] O. Hazrati, J. Lee, and P. C. Loizou, “Blind binary masking for reverber-
ation suppression in cochlear implants,” J. Acoust. Soc. Amer., vol. 133,
no. 3, pp. 1607–1614, 2013.

[17] N. Li and P. C. Loizou, “Factors influencing intelligibility of ideal binary-
masked speech: Implications for noise reduction,” J. Acoust. Soc. Amer.,
vol. 123, no. 3, pp. 1673–1682, 2008.

[18] C. H. Taal, R. C. Hendriks, R. Heusdens, and J. Jensen, “An algorithm
for intelligibility prediction of time-frequency weighted noisy speech,”
IEEE Trans. Audio, Speech, Lang. Process., vol. 19, no. 7, pp. 2125–2136,
Sep. 2011.

[19] C. H. Taal, J. Jensen, and A. Leijon, “On optimal linear filtering of speech
for near-end listening enhancement,” IEEE Signal Process. Lett., vol. 20,
no. 3, pp. 225–228, Mar. 2013.

[20] K. S. Rhebergen and N. J. Versfeld, “A speech intelligibility index-based
approach to predict the speech reception threshold for sentences in fluctu-
ating noise for normal-hearing listeners,” J. Acoust. Soc. Amer., vol. 117,
no. 4, pp. 2181–2192, 2005.

[21] “Perceptual evaluation of speech quality (PESQ): An objective method for
end-to-end speech quality assessment of narrow-band telephone networks
and speech codecs,” Rec. P.862 Int. Telecommu. Uni., 2001.

[22] Y. Hu and P. C. Loizou, “Evaluation of objective quality measures for
speech enhancement,” IEEE Trans. Audio, Speech, Lang. Process., vol. 16,
no. 1, pp. 229–238, Jan. 2008.

[23] P. Borgnat, P. Flandrin, P. Honeine, C. Richard, and J. Xiao, “Testing
stationarity with surrogates: A time-frequency approach,” IEEE Trans.
Signal Process., vol. 58, no. 7, pp. 3459–3470, Jul. 2010.

[24] D. Pastor and F.-X. Socheleau, “Robust estimation of noise standard devi-
ation in presence of signals with unknown distributions and occurrences,”
IEEE Trans. Signal Process., vol. 60, no. 4, pp. 1545–1555, Apr. 2012.

[25] J. S. Garofolo, L. F. Lamel, W. M. Fisher, J. G. Fiscus, and D. S. Pallett,
“DARPA TIMIT acoustic-phonetic continuous speech corpus CD-ROM.
NIST speech disc 1-1.1,” NASA STI/Recon Tech. Rep. n, vol. 93, 1993.

[26] H. J. Steeneken and F. W. Geurtsen, “Description of the RSG-10 Noise
Data-base,” Report IZF 1988-3, TNO Institute for Perception, Soesterberg,
The Netherlands, 1988.

[27] J. Thiemann, N. Ito, and E. Vincent, “Demand: A collection of multi-
channel recordings of acoustic noise in diverse environments,” in Proc.
Meetings Acoust., 2013, pp. 1–6.

[28] R. D. Patterson, I. Nimmo-Smith, J. Holdsworth, and P. Rice, “An efficient
auditory filterbank based on the gammatone function,” in Proc. Meeting
IOC Speech Group Audit. Modelling RSRE, vol. 2, no. 7, 1987.

[29] U. Kjems, J. B. Boldt, M. S. Pedersen, T. Lunner, and D. Wang, “Role
of mask pattern in intelligibility of ideal binary-masked noisy speech,” J.
Acoust. Soc. Amer., vol. 126, no. 3, pp. 1415–1426, 2009.

[30] B. Sauert and P. Vary, “Near End Listening Enhancement: Speech Intel-
ligibility Improvement in Noisy Environments,” in Proc. IEEE Int. Conf.
Acoust., Speech Signal Process., vol. 1. 2006, pp. I-I.

[31] American National Standards Institute, American national standard: Meth-
ods for calculation of the speech intelligibility index, New York, NY, USA,
1997.

[32] E. Rothauser, “IEEE recommended practice for speech quality measure-
ments,” IEEE Trans. Audio Electroacoust., vol. AU-17, pp. 225–246,
Jun. 1969.

Authorized licensed use limited to: INSTITUTO MILITAR DE ENGENHARIA. Downloaded on June 22,2021 at 16:27:43 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


